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SEM in Stata 12 (with help for SPSS users)

INTRODUCTION

Like much of Stata’s documentation, the Stata12 SEM manual is a very helpful document that does not need much further comments or introduction. These are just note to the main text, with a specific user in mind: Persons who ‘think SPSS’ when doing data analysis.

Note that I use SEM en sem interchangeable – which is not true in Stata: SEM refers to the manual, ‘sem’  to the statistical routine.

DATA TRANSFORMATION IN SPSS

If you are not familiar with Stata’s (powerful) data transformation capacities, a convenient alternative is  to prepare your data in SPSS, and save the data using:

save translate outfile = file.dta / keep = varlist.

The resulting file.dta can be opened in Stata without further conversion.

Take note:

Stata is case-sensitive, SPSS is not. In addition, Stata12 sem uses the convention that latent variables start with an uppercase character, observed variables with a lowercase character.

In my experience, sem model estimation works much better in Stata (but also in Lisrel), if the variables are Z-standardized. SPSS has a short statement for this:

Desc var1 var2 var3 … / save.

Which results into variables Zvar1, Zvar2, Zvar3 etc.

Notice that these automatically generated Z-variables start with an uppercase Z, which is inconvenient in this case. This inconvenience can be repaired by renaming these variables:

Rename vars (Zvar1, Zvar2, Zvar3 = zvar1, zvar2, zvar3).

Or in Stata:

Rename _all, lower

GENERAL THINGS ABOUT STATA

· It is easy to find your way in Stata, once you have figured out how to read a file and run a syntax. (CONTROL d runs (part of) the syntax).

· Stata used to be a pain with respect to memory management, but this seems to have disappeared in Version 12.

· Help sem wil get you to the help function, but as you will soon find out, this only brings you to the manual that you have to read anyway. Somewhat more helpful is help sem_syntax.
STEPS in SEM ANALYSIS

STEP 1: Draw your causal model, using circles for latent variables, squares for observed variables, arrows for causal effects and measurement relations, and double-headed arrows for residual covariation.

STEP 2: Prepare your variables. You can do this in SPSS, and read the saved data file in STATA, or prepare your data in STATA. Either way, take notice:

· Stata is case-sensitive.

· Stata12 sem assumes that latent variables are in CAPS and observed variables in lowercase.

· Things work generally better and are easier to interpret when you analyse Z-standardized data (correlations instead of covariances).

STEP 3: Specify your measurement model, for each latent variable at a time (if identified = at least three indicators per construct).

If you start from z-standardized data, a convenient specification is:

sem (Y ( zy1 zy2 zy3), standardized noconstant

Causal and measurement effects have the same syntax! The direction of the statement does not matter.

Variances and covariances are options (appear behind the comma), as var(name1) and cov(name1*name2).
Error (residual) variance are denoted as e.varname. Error effects are constrained to have standard measurement coefficient 1.0. The estimated coefficient is in fact the error variance.

Fixed values are denoted by @value behind effect (x3 ( X@3).

Equality constraints are denoted as (x2 ( X@b) (x3 ( X@b)
SELECTING SUBSAMPLES

Often we want to see a SEM model for a subsample, e.g. for men and women separately. Apart from the group option in SEM itself, there are two general stata procedure available

sort female

by female: sem …

(This is equivalent to SPSS split file.)

Also:

sem … if (female == 1)

(This is equivalent to temp / select if in SPSS.)
SSD ESTIMATION

SEM models can also be estimated from covariances  / correlations data, at as Stata12 calls it, ssd (Sample Summary Data) data. In my experience, this is often much faster and leads less often to estimation problems, that we frequently encounter in ML estimation of SEM’s on individual level data. Stata12 has a good routine to create ssd data and once you have done that, sem modeling is the same as always. However, you cannot appropriately process data with missing values, but will have to assume completely measured data. While there is no problem creating or submitting a matrix with pairwise deleted data, estimation on SSD data has no way to cope with the different degrees of stability with which these correlation are estimated. You have to assume a single N for all the covariances  / correlations, as if you have used listwise deletion.

Estimation of ssd models is introduced in [SEM] intro 10. The relevant syntax to set up estimation is:

clear all

ssd init <varnames>

ssd set obs <nnn>

ssd set cor (..)

ssd set mean (…)

ssd set sd
However, more often you would produce a ssd matrix using:

ssd build <filenames>

This command replaces the existing individual data by ssd-information (look at the datamatrix). If you want to analyze a correlation matrix only, it is necessary to z-standardize the variables first.

In either case, you can save the date by:

save <filenames>, replace

Which can be accessed again by:

use <filename>, clear

Notes

· The conventions to enter matrix information are: (1) either enter the lower diagonal or upper diagonal matrix, (2) separate the lines by backslash (\). Lines can be continued with the continuation symbol (///).

· In stead of set cor and set sd, you can also set cov. I would recommend to rather use separate correlations and standard devations – this makes it easier to look at the input data and spot errors. In many application the sd’s don’t matter and can simply be left out. The means often matter even less and can be omitted in many applications: you are then assuming that all variables are mean-centered.

· Notice that you can enter only one N of observations <nnn>. If you think your pairwise deleted (available case) matrix makes more sense (it may), you still have to choose the N. A wise choice might be that to take the average or median number of cases for all correlations (not the variables!!), but you should remember that this is indeed an average, and that all your SE’s will be wrong in some direction. If you use ssd build to create the ssd data, your N will be the listwise N.

CONVENIENT AND OFTEN USED STATA COMMANDS

sum _all

tab x1 x2

help

rename _all, lower
SEM MODELS (generic information applied to Stata sem)

Basic ingredients

SEM models are built up from the following elements:

Observed variables

Latent variables

Measurement effects and structural effects (arrows)

Covariances, i.e. effects with unspecified direction

(Residual) Variances 

Variables can be endogenous (effected by other variables in the model) or exogenous (not effected by other variables in the model). This makes a difference in how we should think about (residual) variance:

· Exogenous vatiables have onle unexplained variance

· Endogenous variables have variance, that the model decomposes in explained and unexplained part.

Units of measurement and standardization

Observed variables have their own unit of measurement, such as years (age), 0/1 (female), 1-5 (attitude). Variation is measured in these units. Notice that we often have variables in which the unit is in fact meaningless and there is no loss whatsoever when we transfer it into a standardized unit.

Observed variables are (Z) standardized when they are expressed in units standard deviation. Standardized variables have mean 0 and std = var = 1.0, which are convenient numbers for multiple reasons:

· Standardized variables are naturally centered (around 0) and we can forget about intercepts for that reason.

· Standardization makes covariances into correlations. I have often observed that correlations are easier to model for SEM algorithms. 

Latent variables have NO natural unit. In SEM the unit of a latent variable is established by equating it to the unit to one of the observered variables. SEM does this by making one measurement effect 1.0; stata choosed the first effect for this.

Note:

· Constraining one of the measurement effects to 1.0 does NOT remove the estimation of the residual variance in the respective observed variable. It makes the unit of measurement equal between latent and observed variable, NOT the variables themselves (you would have to constrain the residual variance to 0.0 for that).

· If you equalize to a standardized variable, this does NOT imply that the latent variables is standardized.

· Choosing the first indicator as the reference effect by be a bad choice, in particular when this indicator is a weak measurement of the latent construct. If you suspect this, choose an other reference or rearrange you variables order.

Alternatively, latent variables can be expressed in standardized unit. This is the way you are used to think about latent variables in (spss) factor analysis and in many applications a very natural choice. However, standardization in SEM is done AFTER model estimation and is a way to re-express the underlying (unstandardized) parameters. It is invoked by sem …, standardized.
Note:

· Even if you start with standardized observed variables, the resulting model is not standardized.

· A model with standardized latent and observed variables is called completely  standardized.

· Can SEM estimate a model with latent standardization and unstandardized observerd variables?

Secret thought

I find completely standardized models much easier to interpret than the basic model and have often notice that the SEM algorithms are sensitive to units of measurement (in regular regression analysis this rarely occurs). I have never understood why SEM programs do not start with a completely standardized model to begin with and calculate the unstandardized effects later.

Equality constraints in standardized models

One complication is SEM models is that constrained estimation applies to the unstandardized model, and are not visible in the standardized model. In order to constrain standardized effects you also have to constrain the residual variances.

FIT

Estat gof, stat(rmsea ic)

SEM models turn on fitting a observed covariance matrix with some set of linear equations. How succesful your model is, is expressed in the fit statistics. If you are only used to OLS model, you may have to get used to the concept of fit. Fit is better, when observed and modelled covariances are closer and the fit statististics should be NOT significant.

The basic fit statistic is the LR test at the bottom of the model estimation, which has a chi-squared distribution:  the basis one-degree-number is 3.84. 

· One way to look at LR is to see whether it is significant, but a more useful application is to compare it between nested models: in this cases we are looking for significant deterioration. SEM models are often displayed using a series of fit statistics.

· As you will find out, in LR is very often significant in non-simulated data. The LR-test will not only pickup any non-fitting detail in the model, but is also sensitive to deviations from multi-normality. To avoid this problem, the SEM-literature has developed a host of alternative general fit statistics. Often reported are: RMSEA (should be below .05) and BIC (the lower the better).

Estat residuals

Estat mindices

Then it is often useful to look at the detailed differences between observed and modelled covariance matrix.

· Residuals may tell you something about where the lack of fit occurs, but may sometimes misinform you. Like in residual analysis in regression diagnostics, an influential data point may deceive you.

· Modification indices do not suffer from the deception by influential data points, but must be interpreted with caution anyway.

ESTIMATION METHODS

SEM can estimate coefficients with two different algorithms

Sem, method(ml) and sem .., method(mlmv)
Sem, method(adf)

Maximum likelihood estimation is the default, but I have noticed that  method(adf) sometime works better (= give results).

ssd

If things do not work out, an alternative is to estimate the model not from unit data, but from an observed covariance matrix, using ssd (summary statistics data). This is actually the traditional way to estimate SEM models and it is often much quicker than processing individual data.

With ssd you loose one of the major attraction of sem-modelling, the method(mlmv) to process data with missing values.

MISSING VALUES

A very attractive property of SEM models is the Full Information Maximum Likelihood (FIML) approach to data with (pairwise) missing values. To me, this is pairwise deletion of missing values in the right way: taking into account as much information as you have available for each part of the model.

Notes:

· Proper use of this techniques assumes that your missing values occur at random (either MCAR or MAR). 

· Missing values may cause estimation problems. If so, think about partial substitution as a treatment.

IDENTIFICATION

It is upon the analyst to specify a correctly identified model. However, it can be a fairly complicated issue what is not or (almost not) identified. Experience and a stepwise approach helps quite a bit, as most errors occur because you do not understand yet, what kind of coefficients a certain model is supposed to estimate.

Counting the number of coefficients te be estimated and the amount of covariance to be modeled is a basic and simple operation here (but SEM will do this for you), but it is not sufficient.

Examples to think about:

· How many indicators do we need to estimate the elementary status attainment model with full correction of random error?

· Simplex reliability estimation.

· MTMM models.

ESTIMATION PROBLEMS (see intro 3 in the manual)

SEM models often run into estimation problems – this can be very frustration. Estimation problems may arise because (some part of) the model is not or only weakly identified. But it may also be a numerical problem. 

Recommendations (outside the manual’s recommendations)

· Always start from standardized data, even if you are interested in unstandardized results. Or go back to standardized data, if it does not work.

· Constrain coeffients to be equal or certain values, that you think are close to values to which they expect them to be estimated.

· Look at measurement models first (with saturated covariances for the structural relations), before you start modelling the structural part.

· If nothing works, go back to ssd estimation.

