Assignment 6: A Macro Analysis of Class Conflict

In small N problems, such as comparisons of countries (or organizations) it is often a good idea to examine regression assumptions a bit closer, using formal diagnostics, or not. In such problems, variables are often of ratiio measurement (and unretricted in range), which make it more likely for outlying and influential cases to arise. 

The fun of small N problemn is that the cases have meaningful labels and can be individualy theorized and explained. This makes also graphs interesting to look at.

Substantively, the problem posed was how BBB was related to two independent variables: INCINEQ (the causal variable) and RELIB (a control variable). The two other columns in the data matrix, NNN and SE_BBB refer to variations in the micro-model, in particular its sampling variation. Sample size NNN and estimated sampling error SE_BBB are strongly related. It can be useful to take this information into account, which means that more voluminous sample contribute more information than smaller ones. This is a standard operation in so-called “meta-analyses”.

Task A: Univariate distributions

The best way to start any analysis is simply look at the frequency distribution or make a histogram. As the data matrix is small, it is also useful to sort values from high to low on the three variables and spot the extreme cases by eyeballing.

Such cases can be formally diagnosed by relating the distributions to the normal one, for which it is necessary to calculate Z-values. Extreme Z-values (>2.5 or < 2.5) can be judged to see whether they are outside the inner 99% range of the standard normal distribution. Most of you have referred to the Grubb statistic, which I had never heard of, but appeared to be a useful idea: it relates the Z-values to the size of the sample.

Others have tested whether the entire distribution can be regarded as normal by calculating a “Shapiro Wilk” statistic. This is about the entire distribution and not only about outliers, I see no need for this.

Somewhat useful graph are box plots – this marks outliers. The normal probability plot I find hard to read. 

The result is that BBB shows no outlier (as this is the dependent variable, this is good news – statistically), but in RELIB and INCINEQ there are extreme cases that potentially could influence the final result. Notice in particular the low value of RELIB in PH and CY, which is very suspect. We do not need graphs or diagnostics to see this. At this point it would be good to go back to the individual cases analysis, to see whether something went wrong in the national data preparation.

Task B: Multivariate analysis

When we regress BBB on INCINEQ, without and with control of RELIB, we notice: 

· There is almost no relationship between income inequality of a country and level of disssensus between top and bottom of society about the income redistribution (so the ‘hypothesis’ is not confirmed), and this remains true when we control for reliability.

· The effect of reliability on the dissensus measure is fairly strong – if reliability at the individual level is smaller, the effect of TOPBOT on REDIST is much smaller. This makes much sense and makes a good argument to take RELIB into account. However, RELIB is only weakly (and negatively) related to INCINEQ – which weakens the arguments why we should take RELIB into account.

· Notice however that the SE for INCINEQ decreases as we take RELIB (as strong predictor) into account. This is a very good argument to control RELIB– it makes the model much more powerful.

The statistical test (using the analytical standard error) heavily draws upon assumptions that are not fulfilled in the small N case. Bootstrapping the SE is a much better idea here and it is good that SPSS provides this now. Bootstrap is fairly time consuming, even in small N problems. The bootstrapped SE’s are much larger than the analytical ones, which makes sense as the X-variables have outliers. It turns out that there is not much difference between 100 and 1000 resamples. Taking 1000 is more precize, but notice that there is an intrinsically probabilistic component in bootstrapping – you always get a different result.

There is an interesting problem of interpretation here: bootstrapping assumes that the original sample of countries was a simple random draw – which they clearly are not. So what do these SE mean? (However, exactly the same problem arises for analytical SE…)

All of this does not make for a confirmation of the original hypothesis.

Looking for influential cases

In this situation one or a few datapoint can make the difference. We already have spotted PH and CY as suspect and potentially influential cases. Formal diagnostics (studentized deleted residual) make me believe that HU and IL are in fact the most influential cases.

However, whichever country you leave out, the conclusions remain the same.

Interesting here is that outliers in univariate and bivariate analysis are not always the most influential cases. So the different analyses lead to different diagnostics of suspect cases, but not to different conclusions. 

Task C (optional): Add data on welfare state types

…

Task D (optional): How were the macro-data created?

I will provide the syntax.

Johannes says that replacing the INCINEQ measure by a GINI coefficient from official statistics lead him to different conclusions: income inequalility weakens ideological dissensus.

