Assignment 5: Experimenting with missing values

To be handed in before Thursday May 10, 23:59 (midnight).
Use for this assignment the same three ISSP2009 countries that you have analyzed before (or if you feel like doing it: use them all).

	Carlos
	Denmark
	USA*
	Ukraine

	Daphne
	Finland
	Great Brit.
	Russia

	Efe
	Iceland
	Taiwan
	Poland

	Iteke
	Norway
	Australia
	Latvia

	Johannes
	Sweden
	New Zealand
	Hungary

	Juliana
	Belgium
	Korea
	Slovakia

	Maartje
	Germany
	South Africa
	Czech Rep

	Nicolette
	France
	Chile
	Bulgaria

	Samantha
	Austria
	Argentina
	China


* I think the TOPBOT variable in the USA is reversed coded.

You can select your countries with the following spss statements.

Recode V5 (xxx yyy zzz=1)(else=0) into mycountries.

Select if (mycountries eq 1).

This is assignment is on the same two “inequality attitudes” that we constructed in Assignment 4. I assume that you have somehow constructed index variables for two such attitudes:

· CONFLICT: degree to which people see social conflict in their society;

· REDIST: degree to which people think that government should redistribute income in society.

We will assume that CONFLICT is somehow causally ordered before REDIST (i.e. people think that incomes should be redistributed, because they perceive much social conflict, not the other way around). We will further use the ISSP standard variables TOPBOT (subjective position in stratification), AGE and DEGREE (education in comparative metric). 

Restrict your effective samples to age 25-74.

A. Setting up the model

Report on number of valid cases in each of the variables in your effective sample.

Report a blockwise regression model with listwise deletion of missing values that shows how variation in REDIST is related to AGE, DEGREE (first step), TOPBOT (second step) and CONFLICT (third step):

regr /dep=redist /enter=age degree /enter=topbot /enter=conflict /miss=list /des=def corr n.

Also report the same model with /miss=list.

Discuss the results of these equations first in terms of their substantive meaning. Make sure that you have the correct interpretation of the direction and unit of measurement of all the variables in the model. Then compare the two solutions in terms of inferential statistics, in particular by discussing the estimated SE of the coefficients.

B. Experimenting with random missing values

Repeat task A by with random missing values in the two attidudinal variables, after introducing these missing values in the indicators that are the ingredients of CONFLICT and REDIST, using specifications like:

comp drop32=uniform(1).

comp drop33=uniform(1).

comp drop34=uniform(1).

..Etc..

do if (drop32 le .50).

recode V32 (lo thru hi=sysmiss).

end if.

do if (drop33 le .50).

recode V33 (lo thru hi=sysmiss).

end if.

do if (drop34 le .50).

recode V34 (lo thru hi=sysmiss).

end if.

..Etc…

(you should do this before creating the index variables).

Report on the number of valid cases that remain (should there be none in your particular method, decrease the .50 cut-off point).

Analyze the model with listwise deletion of missing values, pairwise, as well as using multiple imputation (> Analyze > Multiple Imputation > Impute Missing Values). Make sure that in your discussion you pay attention to the number of valid cases, the estimated coefficients and the estimated standard errors.

C. (Optional) Experimenting with non-random missing values

Explore the effects of non-random missing values by introducing such MV in REDIST and CONFLICT (so not in the individual indicators), by conditions:

comp L4=uni(1).

comp L5=uni(1).

temp.

do if (topbot le 5 and L4 le .20).

recode redist (lo thru hi=sysmiss).

end if.

do if (topbot gt 5 and L4 le .70).

recode redist (lo thru hi=sysmiss).

end if.

do if (topbot le 5 and L5 le .20).

recode conflict (lo thru hi=sysmiss).

end if.

do if (topbot gt 5 and L5 le .70).

recode conflict (lo thru hi=sysmiss).

end if.

Discuss in which sense this procedure introduces missing values MAR or NMAR.

Re-estimate the blockwise models using listwise, pairwise, and with multiple imputation and compare the results.

D. Reliability analyis with pairwise deletion of missing values

Despite the fact that reliability analysis using internal consistency (Cronbach’s alpha) is clearly a procedure that only used a correlation matrix and not the individual data (see formula in DJT), there is no ‘pairwise’ option available in spss (unlike with regression and factor). This can be a quite treacherous feature of this procedure, as your estimated alpha may apply to a quite different (and smaller) dataset than what you use in your actual analysis.

Using the previously used index construction (e.g. of REDIST), report on the actual number of missing / valid data in each of the indicators, in the reliability analysis and in your final index. 

Assuming that you have more cases in your REDIST index than in the reliability analysis (which happens to be the case when you use COMP index = mean() to construct it), what would be a better estimate of the internal conistency reliability? Would it make sense to calculate alpha on the pairwise matrix? Or should we generate a correlation matrix with multiple imputation and use that? While you can do these calculations, they do not contribute much to your discussion. Try to find a (statistical) argumentation which is the most reasonable procedure.

