MDA ASSIGNMENT 3: REGRESSION MODELS WITH NON-LINEARITIES

Please submit before Thursday April 26, 23:59.

In Chapter 6 Treiman introduces various forms of non-linear specifications of linear regression models to cope with non-linear relationships in data. Non-linearities are often of substantive interest in studies of long-term trends that occur over time (historical studies) or over the life course (developmental studies), in which there arte many degrees of freedom in the time dimension. Questions of substantive interest in these situations often are:

· Do any non-linearities occur? What is their form: trend reversal (so: min of max) or just increasing / decreasing speed?

· If there is trend reversal: at which point in time does the min/max occur?

· If change of speed of trend: when does this (start to) occur?

We are going to continue our analysis of INCOME differences by gender, age and education, but this time starting with a continuous AGE variable.

Keep your other recodes as you had them in assignment 1-2:

· INCOME in euro’s

· EDUCAT in three levels

· FEMALE in two levels.

Tip: code these variables in such a way that they include 0 as the lowest value.

Select respondents age 25-64 with valid values on all variables (N=1931).

The idea is that you would analyze AGE differences, while controlling EDUCAT. However, you may find out that deriving expected values is somewhat cumbersome in a model with multiple predictor variables. To make your life less miserable, it is a short-cut to residualize income by first regressing it on EDUCAT and ask for /save=resid(res_INCOME).

Organize the AGE variable in systems of dummy variables, e.g.:

· 3 groups

· 5 groups

· 10 groups

· 20 groups

· 40 groups.

Conduct for each system of dummy variables a test of linearity by comparing the explained variance (adj. R2, SS-model) to the extreme model 5. Also make plots of the expected values for each of the specification and comment whether they bring out something substantial about the age/income effect, or show (random) noise. Does the statistical analysis lead to other conclusions?

Then run a sequence of polynomial regressions (linear, quadratic, cubic, etc.) and make similar comparisons using adj. R2 and SS-model and plots of expected values. We already did this in class (and found no significant contribution beyong quadratic, but at that point we did not control education.

Then run a sequence of linear splines, in which you follow the same sequence as with the dummy variables system (so up to five times).

Optional: Compare your favorite specification from the previous assignment between men and women, so interact the non-linear specification with FEMALE. The question to be answered is: (how) are the non-linearities (significantly?) different between men and women?

Optional: repeat the analysis without first residualizing on EDUCAT, but with simultaneous estimation of EDUCAT effects. This is in fact the proper way of doing the analysis, but it will lead to almost the same conclusions. However, obtaining the predicted values requires some programming skills (Tip: copy your regression coefficients in excel).

